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Abstract 11 

The temporal changes of power and efficiency in a fuel cell (FC) stack can cause malperformance in the energy 12 

management strategy (EMS) of a FC hybrid electric vehicle. Therefore, the online estimation of these physical 13 

attributes is becoming an integral part of any EMS. This paper aims to utilize a two-step method to extract the 14 

maximum power and efficiency points of a FC system online. In this respect, an online parameter estimation technique, 15 

composed of smooth variable structure filter (SVSF) and Kalman filter (KF), is utilized in the first step to estimate the 16 

parameters of a FC semi-empirical voltage model. KF generates statistically optimal estimates for a linear, well-17 

designed system model in the existence of Gaussian noise. However, these assumptions do not always hold in real 18 

applications and can lead to unstable estimation. A practical solution to deal with these instabilities is to enforce 19 

boundaries on the state estimates through SVSF which is based on sliding mode estimation concept. Hence, unlike the 20 

other similar studies, this paper synthesizes the robustness of SVSF with the precision of KF to enhance the 21 

characteristics estimation process of a FC stack. In the second step, the updated voltage model is utilized to extract 22 

the efficiency and power curves of the real FC system. To corroborate the potential of the proposed approach, a 23 
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thorough comparison with KF, as an attested estimation method, is performed. The experimental tests on a 500-W FC 24 

stack indicate the superior performance of the SVSF-KF compared to that of KF.        25 

Keywords: Energy management strategy, Kalman filter, Parameter estimation, Proton exchange membrane fuel cell, 26 

Smooth variable structure filter 27 

I. Introduction 28 

Electrification of vehicles is considered a promising solution for decreasing a considerable amount of greenhouse gas 29 

emissions caused by transportation sector worldwide [1]. In this regard, several organizations are stressing the 30 

potential role of hydrogen with the hope deploying fuel cell hybrid electric vehicles (FCHEVs) in different 31 

transportation modes [2, 3]. The powertrain of a FCHEV is typically composed of a proton exchange membrane 32 

(PEM) fuel cell (FC), as the primary power source, and a battery pack and/or a supercapacitor (SC) bank, as the 33 

secondary one. Since these sources have different energetic characteristics in terms of power and efficiency, an energy 34 

management strategy (EMS) is needed to distribute the power between them [4]. The main objective of an EMS is to 35 

meet the requested power while minimizing the hydrogen consumption and maximizing the lifetime of power sources. 36 

Several EMSs, rule-based, optimization-based, and intelligent-based, have been proposed for FCHEVs, as discussed 37 

in [5]. Most of these strategies show very close performance to optimal results. However, the time-varying 38 

characteristics of the FC system (power and efficiency) are not usually considered in these strategies. Hence, the 39 

excellent results are merely valid for a short period of time [6, 7]. In [8], the importance of considering FC aging in 40 

the design of an EMS based on deep reinforcement learning is discussed. In [9], the authors illustrate that the ignorance 41 

of updating FC power and efficiency can increase the hydrogen consumption up to 6.6%. In this regard, some efforts 42 

have been made to enhance the idea of health adaptation while developing an EMS. Some studies propose the 43 

integration of a degradation model to develop a decision-making strategy based on prognostic of the power sources 44 

[10, 11]. However, modeling the degradation mechanism under automotive conditions is still an open problem in the 45 

literature. Some works suggest the use of an extremum seeking technique based on perturb and observe [12, 13]. 46 

Nevertheless, the simultaneous identification of several operating points, which is required in an EMS, highly 47 

increases the complexity of these algorithms. The discussed shortfalls have led to the emergence of a new paradigm 48 

for formulating an adaptive EMS based on online characteristics estimation in the FC system. Fig.1 illustrates the 49 

main notion behind this concept. From this figure, an online estimation technique is used to update a FC model in the 50 
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 51 
Fig. 1. The process of online characteristics estimation and its inclusion into an EMS design. (𝐼𝐹𝐶: FC current, 𝑇𝐹𝐶: FC temperature, 𝑝𝐻2: hydrogen 52 
partial pressure, 𝑉𝐹𝐶: FC measured voltage, 𝑉̂𝐹𝐶: FC estimated voltage, 𝑒: estimation error, 𝑀𝐸: maximum efficiency point, 𝑃𝐹𝐶: FC power, 𝑃𝐸𝑆𝑆 : 53 
power of the energy storage system).   54 
 55 

first step. Subsequently, the updated model is employed to extract the characteristic of the FC system. Finally, the 56 

obtained FC characteristics are utilized to define the boundaries and cost function of an EMS. 57 

Several studies have been conducted on the online estimation of a FC model. In [14], a polynomial function is used 58 

to model the polarization behavior of a 1.3-kW PEMFC. The parameters of this model are estimated online by 59 

recursive least square (RLS). RLS is also employed to identify the parameters of a polynomial function representing 60 

the efficiency-vs.-power curve of a PEMFC stack in [15, 16] and hydrogen consumption-vs.-power of another stack 61 

in [17]. In [18], adaptive RLS is utilized to define a safe operating zone for the FC system of an electric tram. However, 62 

all the utilized FC models in [14-18] are purely empirical, derived by polynomial functions, without any insight into 63 

the underlying phenomena. These models lack generality and might not be able to simulate the complete FC behavior 64 

under different conditions. In [19], Ettihir et al. compare six semi-empirical FC models instead of using a polynomial 65 

function. They finally select a current-dependent model, suggested by Squadrito et al. [20], to estimate the polarization 66 

behavior of the FC. RLS and unscented Kalman filter (KF) are used to update the parameters of this model in [19, 67 

21]. However, the performance of the utilized estimation techniques has not been compared. Moreover, the selected 68 

model does not take the stack temperature into consideration, which has a great impact on the FC performance. In this 69 

regard, in [22], the performance of RLS and KF estimation techniques are compared using Squadrito et al. and 70 

Amphlett et al. semi-empirical models. The latter is a multi-input model that considers current, temperature, and 71 

pressure to estimate the output voltage [23, 24]. This comparative study illustrates that the multi-input model 72 

(Amphlett) is more accurate than the single-input one (Squadrito), and KF is marginally more precise than RLS. The 73 

model proposed by Amphlett et al. has been validated for cold startup application in [25]. Moreover, it has become a 74 

benchmark model for testing the performance of metaheuristic optimization algorithms [26-28]. In [29], recursive 75 

maximum likelihood (RML) algorithm is compared with RLS to estimate the parameters of a PEMFC semi-empirical 76 
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model. This paper shows that RML and RLS lead to almost similar results when additional noise is not added to the 77 

measured data. In [30], a data fusion method based on covariance intersection and KF is developed to extract the 78 

polarization and power curves of a FC system using four semi-empirical models. The main problem with this method 79 

is that the less accurate models can influence the estimation of the more accurate ones.    80 

Considering the above-discussed estimation techniques, KF has been the most reliable regarding the parameters’ 81 

estimation of a FC model. However, certain complexities in the FC system modeling can violate the main assumptions 82 

of this filter (linearity, Gaussian noise, etc.) and lead to instabilities in the estimation. Therefore, some papers have 83 

also considered the stability and robustness aspects. In [31], an estimation technique based on Lyapunov is put forward 84 

to identify two parameters of a nonlinear model composed of activation and ohmic overvoltages. In [32], an adaptation 85 

law using the Lyapunov method is developed to update the parameters of a FC semi-empirical model for extracting 86 

the power and voltage characteristics. The same estimation method is applied in [33] to a FC first-order equivalent 87 

circuit model (ECM) to track the remailing useful life of the stack through identifying the internal resistance online. 88 

However, the developed estimators based on Lyapunov in [31-33] are unique for the given problems and cannot be 89 

generalized for other models and estimation techniques. A new recursive filter, known as smooth variable structure 90 

filter (SVSF), is proposed in [34] to deal with the model uncertainties in a broader range. This filter is based on sliding 91 

mode and variable structure concepts and compels the state estimates to change around their true values within a 92 

boundary. SVSF has been successfully utilized in different engineering problems. Moreover, it has been shown that 93 

this filter can be more stable and robust to model uncertainties compared to KF [35]. In [36], RLS is used to estimate 94 

the parameters of a battery model, and SVSF is employed for estimating the battery state of charge (SOC). In [37], 95 

SVSF is used for reliable SOC and state of health estimation of healthy and aged Lithium polymer cells. The performed 96 

experiments indicate that SVSF can estimate the SOC more accurately than extended KF in uncertain scenarios caused 97 

by aging or unknown initial values. However, SVSF is still a sub-optimal algorithm compared to KF since it is not 98 

that robust to measurement noises. Therefore, researchers have suggested combining these methods (SVSF-KF) to 99 

reach a trade-off between KF accuracy and SVSF robustness [38]. In [39], cubature KF and SVSF are combined to 100 

improve the robustness and accuracy in the estimation of the effective bulk modulus in an electro-hydrostatic actuator. 101 

In [40], KF and SVSF algorithms are merged to develop a thorough fault detection strategy for robust attitude 102 

estimation in a small unmanned aerial vehicle (UAV) with faulty gyroscope signals. In [41], concurrent localization 103 

and mapping is performed for an autonomous underwater vehicle utilizing a combined SVSF and extended KF.  104 
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 This paper focuses on the first and second steps of the presented process in Fig. 1. In this regard, SVSF-KF 105 

algorithm is proposed for the online power and efficiency characteristics estimation of a FC system. KF can result in 106 

optimal estimation if all the underlying assumptions are respected. However, it is very sensitive to model uncertainties 107 

which are ample in a FC system. SVSF is more stable and robust to model uncertainties but cannot handle a lot of 108 

dynamics and measurement noise. Therefore, these two techniques can complement one another, considering the 109 

robustness and accuracy. In particular, no study, to the best of the authors’ knowledge, has considered the use of this 110 

hybrid filter in the FC characteristics estimation. Since FC has a multivariate nature, its modeling certainly goes under 111 

some uncertainties. In this regard, the semi-empirical model proposed by Amphlett et al. is used for modeling the 112 

voltage behavior of a FC stack. The parameters of this model are estimated online by SVSF-KF, and the power and 113 

efficiency characteristics curves are extracted from the updated model. Experiments are carried out on a 500-W 114 

Horizon FC to verify the performance of the proposed method. Furthermore, a comparative study is performed with 115 

KF as a well-known estimator in this line of work. The remainder of this paper is organized as follows. Section II 116 

explains the utilized model for the PEMFC under study. The online estimation techniques are detailed in section III. 117 

Section IV illustrates the experimental setup and analyzes the obtained results. Finally, the conclusion is given in 118 

section V.  119 

II. Fuel cell modeling  120 

Fundamentally, the shape of voltage versus current curve is formed by three important irreversibilities in a PEMFC 121 

[42]: 1) activation losses: the sluggishness of the reactions happening on the surface of the electrodes which have a 122 

nonlinear effect on the voltage; 2) ohmic losses: direct resistance to the flow of electrons and ions through the 123 

electrodes and the electrolyte which is linearly proportional the drawn current; 3) concentration losses: the alteration 124 

in the concentration of the reactants at the electrodes’ surface. The schematic polarization curve of a PEMFC, 125 

including the three principal losses, is shown in Fig. 2. It should be noted that there is another voltage loss owing to 126 

internal currents and fuel crossover in a FC system that is normally ignored while developing a semi-empirical model. 127 

This loss is caused by a small amount of fuel passing across the electrolyte from the anode to the cathode and from 128 

electron conduction along the electrolyte. The fuel loss and current are both small, and thus the net impact is normally 129 

negligible [43]. 130 
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 131 
Fig. 2. Schematic polarization curve of a PEMFC cell. 132 

 133 
The explained characteristics have led to the development of several semi-empirical models for describing the static 134 

behavior of a PEMFC [20, 23, 24]. The general formulation of such models is expressed as: 135 

𝑉𝐹𝐶𝑁 = 𝐸𝑁𝑒𝑟𝑛𝑠𝑡 + 𝑉𝑎𝑐𝑡 + 𝑉𝑜ℎ𝑚𝑖𝑐 + 𝑉𝑐𝑜𝑛        (1)    136 

where 𝑉𝐹𝐶𝑁 is the cell voltage, 𝐸𝑁𝑒𝑟𝑛𝑠𝑡 is the reversible cell potential, and 𝑉𝑎𝑐𝑡, 𝑉𝑜ℎ𝑚𝑖𝑐, and 𝑉𝑐𝑜𝑛 are the activation, 137 

ohmic, and concentration losses, respectively. In this study, the model introduced by Amphlett et al. [23, 24] is utilized 138 

to estimate the voltage of an open cathode PEMFC stack. As described earlier, this model has been fruitfully used for 139 

modeling various PEMFC stacks [22, 44]. FC technology has been considerably improved since this model was 140 

introduced. However, the structure of this model is still applicable, given that a suitable parameterization is required 141 

to tune the parameters. Considering the number of cells (𝑁𝑐𝑒𝑙𝑙), the voltage of the PEMFC stack (𝑉𝐹𝐶) is given by:   142 

𝑉𝐹𝐶 = 𝑁𝑐𝑒𝑙𝑙𝑉𝐹𝐶𝑁                                          (2) 143 

 144 

𝐸𝑁𝑒𝑟𝑛𝑠𝑡 is calculated by:  145 

 146 

𝐸𝑁𝑒𝑟𝑛𝑠𝑡 = 1.229 − 0.85 × 10−3(𝑇𝐹𝐶 − 298.15) + 4.3085 × 10−5𝑇𝐹𝐶[𝑙𝑛(𝑃𝐻2) + 0.5 𝑙𝑛(𝑃𝑂2)]   (3) 147 

where 𝑇𝐹𝐶 is the stack temperature (K), 𝑃𝐻2 is the hydrogen partial pressure in anode side (N m−2), and 𝑃𝑂2 is the 148 

oxygen partial pressure in the cathode side (N m−2). 𝑉𝑎𝑐𝑡 is determined by:  149 

{
𝑉𝑎𝑐𝑡 = 𝜉1 + 𝜉2𝑇𝐹𝐶 + 𝜉3𝑇𝐹𝐶𝑙𝑛(𝐶𝑂2) + 𝜉4𝑇𝐹𝐶𝑙𝑛(𝐼𝐹𝐶)

𝐶𝑂2 =
𝑃𝑂2

5.08×106 exp(−498 𝑇𝐹𝐶⁄ )
                                         

                 (4)    150 
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where 𝜉𝑛(𝑛 = 1 … 4) are the semi-empirical coefficients based on fluid mechanics, thermodynamics, and 151 

electrochemistry, 𝐶𝑂2 is the oxygen concentration (mol cm−3), and 𝐼𝐹𝐶 is the PEMFC operating current (A). 𝑉𝑜ℎ𝑚𝑖𝑐 is 152 

given by:                                         153 

𝑉𝑜ℎ𝑚𝑖𝑐 = −𝐼𝐹𝐶  𝑅𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 = −𝐼𝐹𝐶(𝜁1 + 𝜁2𝑇𝐹𝐶 + 𝜁3𝐼𝐹𝐶)                (5) 154 

where 𝑅𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙  is the internal resistor (Ω), and 𝜁𝑛(𝑛 = 1 … 3) are the parametric coefficients. Finally, 𝑉𝑐𝑜𝑛 is 155 

calculated by:  156 

𝑉𝑐𝑜𝑛 = 𝐵𝑙𝑛(1 −
𝐼𝐹𝐶

𝐼𝑚𝑎𝑥
)                                                            (6) 157 

where 𝐵 is a parametric coefficient (V), and 𝐼𝑚𝑎𝑥 is the maximum current (A).  158 

This paper aims to update the introduced voltage model online to extract the power and efficiency characteristics. In 159 

this regard, the model needs to be written as a linear-in-parameter equation in the sense of unknown parameters (𝑉𝐹𝐶 =160 

∑ 𝜃𝑖𝑥𝑖
𝑛𝜃
𝑖=1 , where 𝜃𝑖 is the unknown parameters of the model and 𝑥𝑖 is the known values or regressors). Assuming 161 

𝜃𝑇 = [𝜃1, … , 𝜃𝑛𝜃
] and 𝑋𝑇 = [𝑥1, … , 𝑥𝑛] leads to 𝑉𝐹𝐶 = 𝑋𝑇𝜃, where 𝑇 is the transpose of a vector. In this work, 𝑉𝐹𝐶, 162 

𝑇𝐹𝐶, and 𝐼𝐹𝐶 are the three measurable states of the voltage model. To obtain the linear-in-parameter form of the voltage 163 

model, using (1) to (6) results in: 164 

𝑉𝐹𝐶 − 𝐸𝑛𝑒𝑟𝑛𝑠𝑡 = 𝑋𝑇𝜃           (7) 165 

where 166 

𝜃𝑇 = [𝜉1, 𝜉2, 𝜉3, 𝜉4, 𝜁1, 𝜁2, 𝜁3, 𝐵]  

𝑋𝑇 = [1, 𝑇𝐹𝐶, 𝑇𝐹𝐶𝑙𝑛(𝐶𝑂2), 𝑇𝐹𝐶𝑙𝑛(𝐼𝐹𝐶), −𝐼𝐹𝐶 , −𝐼𝐹𝐶𝑇𝐹𝐶 , −𝐼𝐹𝐶
2]  

 

The power of the FC system (𝑃𝐹𝐶𝑆) is calculated by subtracting the FC stack power (𝑃𝐹𝐶) from the consumed power 167 

by the auxiliary systems (𝑃𝐴𝑢𝑥):     168 

𝑃𝐹𝐶𝑆 = 𝑃𝐹𝐶 − 𝑃𝐴𝑢𝑥           (8) 169 

𝑃𝐹𝐶 = 𝑉𝐹𝐶 × 𝐼𝐹𝐶                          (9) 170 

𝑃𝐴𝑢𝑥 = 𝑃𝑓𝑎𝑛 + 𝑃𝑉𝑎𝑙𝑣𝑒           (10) 171 

𝑃𝑓𝑎𝑛 = 𝑐1 𝐷𝑓𝑎𝑛
2 + 𝑐2  𝐷𝑓𝑎𝑛 + 𝑐3               (11) 172 
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𝑃𝑉𝑎𝑙𝑣𝑒 = 𝑉𝑉𝑎𝑙𝑣𝑒 × 𝐼𝑉𝑎𝑙𝑣𝑒                 (12) 173 

where 𝑃𝑓𝑎𝑛 is the power consumption of the cooling fan, 𝑐1, 𝑐2, 𝑐3 are empirical parameters, 𝐷𝑓𝑎𝑛 is the duty cycle of 174 

the fan, 𝑃𝑉𝑎𝑙𝑣𝑒 denotes the consumed power by the hydrogen valve, and 𝑉𝑉𝑎𝑙𝑣𝑒 and 𝐼𝑉𝑎𝑙𝑣𝑒 are the voltage and current 175 

of the hydrogen valve respectively. The empirical parameters and the power consumption of the hydrogen valve are 176 

obtained by experiments on the real system. The purge valve power consumption is ignored due to having a fixed 177 

cyclic purging (every 10 s for a duration of 100 ms). Finally, the efficiency of the FC system (𝜂𝐹𝐶𝑆) can be calculated 178 

based on its voltage [45], as: 179 

{

𝜂𝐹𝐶𝑆 =
𝑃𝐹𝐶S

𝑃𝐻2
=

𝑉𝐹𝐶S×𝐼𝐹𝐶

∆𝐻×
𝐼𝐹𝐶
𝑛𝐹

=
𝑉𝐹𝐶𝑆

1.254

𝑉𝐹𝐶𝑆 =
𝑃𝐹𝐶−𝑃𝐴𝑢𝑥

𝐼𝐹𝐶
= 𝑉𝐹𝐶 −

𝑃𝐴𝑢𝑥

𝐼𝐹𝐶

           (13) 180 

where 𝑃𝐻2 is the energy value of consumed hydrogen (W), 𝑉𝐹𝐶S is the voltage of the FC system, ∆𝐻 is the hydrogen 181 

higher/lower heating value (kJ mol⁄ ), 𝑛 is the number of electrons transferred for each molecule of fuel (which is 2 182 

for hydrogen-oxygen reaction), and 𝐹 is the Faraday constant. Considering the hydrogen lower heating value (∆𝐻 =183 

241 kJ mol⁄ ) in ∆𝐻

𝑛𝐹
 , 1.254 is achieved as the so-called thermoneutral potential.            184 

  185 

III. Online parameter estimation algorithms 186 

The areas of parameter and state estimation are highly important for the further development of PEMFC technology. 187 

As discussed in the introduction section, several methods, such as RLS, KF, and Lyapunov-based estimation, have 188 

been used for parameters estimation of PEMFC semi-empirical models. RLS minimizes a weighted linear least-189 

squares cost function by recursively determining the coefficients that are related to the deterministic input signals. 190 

Therefore, the estimated state is solely updated by the available measurements. KF can update and estimate an 191 

evolving state since it has two stages of operation: prediction and correction. In the prediction stage, a model of the 192 

system is used to predict the evolution of the states even in the absence of measurement. In the correction stage, the 193 

difference between the current prediction and the current observation is employed to refine the state estimate. As 194 

reported in [22], KF can yield marginally better estimates in a FC system compared to RLS. However, both techniques 195 

might result in unstable estimates while working in a real FC system. This is due to the fact that their assumptions, 196 

Gaussianity of process and measurement covariances, could be violated. Therefore, the robustness aspect of the 197 



9 
 

algorithm should be considered as well as the accuracy. In this regard, Lyapunov-based estimation has been suggested 198 

which can guarantee stability in a particular system. That means by changing the FC model, the Lyapunov function 199 

needs to be updated. However, it is not always easy to find a new function for this purpose. The above-discussed 200 

aspects have turned the attention of this manuscript to the employment of SVSF which has been introduced as a robust 201 

estimator in the literature. SVSF has an integral switching action to assure the convergence of estimation within the 202 

vicinity of real values. The key performance benefits of the SVSF over the discussed estimation methods are as 203 

follows: 204 

• The discussed filtering methods are developed based on the precise knowledge of the system’s model. 205 

Nevertheless, substantial noise and uncertainties can arise in a real application. For instance, when the FC 206 

system experiences degradation, fault conditions, or any performance drifts, the developed model is not 207 

precise anymore, and this may afflict the performance of the discussed estimators. On the other hand, SVSF 208 

maintains robustness and stability within a preset range for bounded uncertainties and noise levels. Hence, 209 

SVSF is not reliant on a precise model under uncertain conditions. 210 

• The discussed techniques provide the error between measurement and estimation as a performance index. 211 

Besides this, SVSF provides an index using the chattering signal [34], which can be related to the state of 212 

health of the system. This feature is useful in health monitoring studies.  213 

• The nonlinear versions of the discussed estimators normally require local linearization of the nonlinear 214 

function around a fixed point to estimate the nonlinear states of the model. This could diminish the optimality 215 

and precision of the filter. However, SVSF carries out this nonlinear state estimation without any 216 

approximation. It should be noted that for systems with nonlinear measurement models, SVSF also requires 217 

local linearization, similar to other filters.   218 

With all the favorable attributes of SVSF algorithm, it is still considered a suboptimal estimator. It is thus advantageous 219 

to combine the robust performance of SVSF with accurate performance of KF, as suggested in [38-41].     220 

Generally, a linear dynamic system and a measurement model are characterized by: 221 

𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 + 𝑤𝑘           (14) 222 

𝑧𝑘+1 = 𝐻𝑥𝑘+1 + 𝑣𝑘+1           (15) 223 



10 
 

where 𝑥 is the state vector, 𝑘 is the time index, 𝐴 is the linear system transition matrix, 𝐵 is the input gain matrix, 𝑢 224 

is the input vector, 𝑤 is the system noise vector, 𝑧 is the measurement vector (system output), 𝐻 is the linear 225 

measurement matrix, and 𝑣 is the measurement noise vector. In what follows, KF and the hybrid SVSF-KF methods 226 

are explained for the parameter estimation of the model introduced in (14) and (15). 227 

A. Kalman filter 228 

KF is one of the most practiced filters for linear dynamic systems. It offers an optimal solution in the presence of 229 

Gaussian white noise if all the fundamental assumptions hold [46]. It employs measurements that are linearly linked 230 

to the system’s states/parameters and error covariance matrices to calculate the Kalman gain. This gain is applied to 231 

the a priori state estimate to generate an updated estimate of the states. This predictor-corrector estimation process is 232 

continued in an iterative manner. In this regard, a priori estimate based on the system definition is given by: 233 

𝑥̂𝑘+1|𝑘 = 𝐴̂𝑥̂𝑘|𝑘 + 𝐵̂𝑢𝑘            (16) 234 

where ^ denotes the estimated vector or values. The corresponding state error covariance matrix (𝑃) is defined by: 235 

𝑃𝑘+1|𝑘 = 𝐻𝑃𝑘|𝑘𝐻𝑇 + 𝑄𝑘           (17) 236 

where 𝑄 is the noise covariance matrix of the system, and 𝑇 is the transpose of some vector or matrix. The Kalman 237 

gain (𝐾) is determined by: 238 

𝐾𝑘+1 = 𝑃𝑘+1|𝑘𝐻𝑇[𝐻𝑃𝑘+1|𝑘𝐻𝑇 + 𝑅𝑘+1]−1         (18) 239 

where 𝑅 is the measurement noise covariance matrix. Using the calculated Kalman gain, the state estimate is updated 240 

as: 241 

𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1[𝑧𝑘+1 − 𝐻𝑥̂𝑘+1|𝑘]         (19) 242 

Finally, a posteriori state error covariance matrix is determined by: 243 

𝑃𝑘+1|𝑘+1 = [𝐼 − 𝐾𝑘+1𝐻]𝑃𝑘+1|𝑘          (20) 244 

where 𝐼 is an identity matrix.  245 

B. Combined smooth variable structure and Kalman filter 246 
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KF is developed based on the accurate knowledge of the system model and assumes measurement noises are white. 247 

However, these assumptions do not always hold under real applications, especially when the system confronts aging, 248 

fault conditions, or any other abnormalities. The violation of the assumptions can degrade the performance of KF 249 

since the system model is not accurate anymore. SVSF is a fairly new predictor-corrector estimation method that 250 

generates suboptimal but highly robust and stable estimates against modeling uncertainties and errors. The preserved 251 

robustness and stability of SVSF are due to enforcing the state estimates to change within a boundary layer around the 252 

true state trajectory. However, compared to KF, SVSF is still a sub-optimal filter which implies that there is a trade-253 

off between robustness to modeling uncertainties and estimation precision. In this regard, a combination method has 254 

been proposed based on the definition of a time-varying boundary layer in [47] to preserve the SVSF robustness while 255 

profiting from the exactness of KF. This method provides the basis for the combination of SVSF with extensions of 256 

KF and even other existing estimation techniques. The SVSF-KF iterative estimation process is summarized in (21) 257 

to (31). Similar to KF, the prediction step begins with the calculation of 𝑥̂𝑘+1|𝑘 and 𝑃𝑘+1|𝑘 as follows.      258 

𝑥̂𝑘+1|𝑘 = 𝐴̂𝑥̂𝑘|𝑘 + 𝐵̂𝑢𝑘            (21) 259 

𝑃𝑘+1|𝑘 = 𝐻𝑃𝑘|𝑘𝐻𝑇 + 𝑄𝑘           (22) 260 

Subsequently, a priori measurement error (𝑒𝑧,𝑘+1|𝑘) and the measurement error covariance matrix (𝑆𝑘+1) are 261 

calculated as: 262 

𝑒𝑧,𝑘+1|𝑘 = 𝑧𝑘+1 − 𝐻𝑥̂𝑘+1|𝑘          (23) 263 

𝑆𝑘+1 = 𝐻𝑘+1𝑃𝑘+1|𝑘𝐻𝑘+1
𝑇 + 𝑅𝑘+1          (24) 264 

At this point, a time-varying smoothing boundary layer (𝜓𝑉𝐵𝐿 𝑘+1) is calculated and utilized to combine SVSF and 265 

KF: 266 

    𝜓𝑉𝐵𝐿 𝑘+1 = (𝐴̅−1𝐻𝑃𝑘+1|𝑘𝐻𝑇𝑆𝑘+1
−1 )−1         (25) 267 

where the bar notation signifies a diagonal matrix (𝐴̅ = 𝑑𝑖𝑎𝑔(𝐴)), and 𝐴 is obtained by: 268 

   𝐴 = (|𝑒𝑧,𝑘+1|𝑘| + 𝛾|𝑒𝑧,𝑘|𝑘|)          (26) 269 
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where 𝛾 is the convergence rate (0 < 𝛾 < 1). By comparing the defined 𝜓𝑉𝐵𝐿 𝑘+1 with a constant smoothing boundary 270 

layer (𝜓𝐶𝑜𝑛.), proposed by the designer, the update gain is defined as follows:    271 

{
𝐼𝑓 𝜓𝑉𝐵𝐿 𝑘+1 ≥ 𝜓𝐶𝑜𝑛.:  𝐾𝑘+1 = 𝐻+𝑑𝑖𝑎𝑔[𝐴 ∘ 𝑠𝑎𝑡(𝜓𝐶𝑜𝑛.

−1 , 𝑒𝑧,𝑘+1|𝑘)](𝑒𝑧,𝑘+1|𝑘̅̅ ̅̅ ̅̅ ̅̅ ̅)
−1

                 

𝐼𝑓 𝜓𝑉𝐵𝐿 𝑘+1 < 𝜓𝐶𝑜𝑛.: 𝑈𝑠𝑒 𝐾𝑎𝑙𝑚𝑎𝑛 𝑔𝑎𝑖𝑛 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑖𝑛 (18)                                                  
    (27) 272 

where 𝐻+ is the Pseudoinverse of 𝐻, ∘ denotes element-by-element multiplication, and the saturation function is 273 

calculated as: 274 

 𝑠𝑎𝑡(𝜓̅𝐶𝑜𝑛.
−1 , 𝑒𝑧,𝑘+1|𝑘) = {

1,               𝑒𝑧,𝑘+1|𝑘 𝜓𝐶𝑜𝑛𝑠.⁄ ≥ 1 

𝑒𝑧,𝑘+1|𝑘 𝜓𝐶𝑜𝑛𝑠.⁄ , −1 < 𝑒𝑧,𝑘+1|𝑘 𝜓𝐶𝑜𝑛𝑠.⁄ < 1   

−1,               𝑒𝑧,𝑘+1|𝑘 𝜓𝐶𝑜𝑛𝑠.⁄ ≤ −1 

     (28) 275 

In fact, when the value of 𝜓𝐶𝑜𝑛. in the standard SVSF gain is larger than the 𝜓𝑉𝐵𝐿 𝑘+1, estimation accuracy is decreased 276 

owing to the difference between the constant layer and the upper layer. In this case, Kalman gain should be applied to 277 

achieve a more precise result. However, when the 𝜓𝑉𝐵𝐿 𝑘+1 goes beyond the 𝜓𝐶𝑜𝑛., it indicates the existence of 278 

modeling uncertainty (which can result in a loss in estimation accuracy). In this case, the SVSF gain in (27) should be 279 

employed to assure a stable estimate. After choosing the update gain, the updated state estimates (𝑥̂𝑘+1|𝑘+1), state error 280 

covariance matrix (𝑃𝑘+1|𝑘+1), and the a posteriori measurement error (𝑒𝑧,𝑘+1|𝑘+1) are defined by: 281 

𝑥̂𝑘+1|𝑘+1 = 𝑥̂𝑘+1|𝑘 + 𝐾𝑘+1𝑒𝑧,𝑘+1|𝑘           (29) 282 

𝑃𝑘+1|𝑘+1 = (𝐼 − 𝐾𝑘+1𝐻)𝑃𝑘+1|𝑘(𝐼 − 𝐾𝑘+1𝐻)𝑇 + 𝐾𝑘+1𝑅𝑘+1𝐾𝑘+1
𝑇       (30) 283 

𝑒𝑧,𝑘+1|𝑘+1 = 𝑧𝑘+1 − 𝐻𝑥̂𝑘+1|𝑘+1          (31) 284 

IV. Experiments and results analysis 285 

An experimental test bench has been developed to corroborate the performance of the explained online estimation 286 

methods. Hereunder, the utilized setup is explained first. Subsequently, the considered scenarios and the achieved 287 

outcomes concerning the characteristics estimation are completely discussed. 288 

A. Experimental setup  289 

Fig. 3 demonstrates the developed setup for the purpose of this work. As is seen, a Horizon H-500 FC is utilized to 290 

collect the required data for the estimation process. It is an air-cooled FC equipped with two axial fans to provide 291 
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oxygen on the cathode side and control the stack temperature. This FC is self-humidified and works based on a dead-292 

ended anode (DEA) principle. In this regard, the dry hydrogen is continuously supplied by a hydrogen supply valve 293 

in the anode inlet at a predefined pressure. The flow rate of hydrogen is between 0 and 6.5 𝑙/𝑚𝑖𝑛, depending on the 294 

requested current from the stack. The voltage of the hydrogen valve (𝑉𝑉𝑎𝑙𝑣𝑒) is 12 V, and the current of the hydrogen 295 

valve (𝐼𝑉𝑎𝑙𝑣𝑒) is 0.72 A. A manual forward pressure regulator is employed to maintain the partial pressure of hydrogen 296 

between 0.45 and 0.55 bar. A DEA system simplifies the FC balance of plant as a hydrogen recirculation loop (pump, 297 

water separator, and humidifier) will not be needed. Furthermore, during the DEA operation, water backflow in the 298 

anode around the membrane relatively leads to self-humidification. The anode outlet has a hydrogen purging valve to 299 

remove the accumulated water in the catalyst and gas diffusion layers of anode. It also pushes out the nitrogen 300 

dispersed from the cathode across the membrane. This valve is normally closed and conducts a cyclic purging (every 301 

10 s for a duration of 100 ms) while the FC is under operation. An OMEGA flowmeter (FMA-A2309), calibrated for 302 

hydrogen gas, is employed to measure the hydrogen flow. This flowmeter does not require any temperature, pressure, 303 

or square root corrections since it has a capillary thermal technology to determine mass flow accurately. Table I 304 

provides the specifications of the explained FC system. 305 

 306 

Fig. 3. The experimental setup for testing the online estimation methods, a) testbench picture, b) connection diagram and flow chart code. 307 

 308 

 309 
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TABLE I 310 
 SPECIFICATIONS OF THE HORIZON H-500 PEMFC  311 

PEMFC technical data 
Type Open cathode 
Number of cells 24 
Hydrogen pressure 0.45-0.55 bar 
Cathode pressure 1 bar 

Ambient temperature 5 ℃ to 30 ℃  
Maximum stack temperature 65 ℃ 
Over current shut down 42 A 
Hydrogen purity ≥ 99.995% dry H2 
Size  130 mm × 268 mm × 122.5 mm 
Cooling Air (integrated cooling fan) 

 312 

As demonstrated in Fig. 3b, a National Instrument CompactRIO (NI cRIO-9022) is connected to the FC controller to 313 

measure the current, temperature, and voltage signals for the estimation purposes. The cRIO communicates with the 314 

PC via an Ethernet connection. LabVIEW software is accessible in the PC. The data transfer between the cRIO and 315 

the PC is done with a 10-Hz frequency. An 8514 BK Precision DC Electronic Load is used to draw a load profile from 316 

the FC system. Fig. 4 shows the power consumption curve of the cooling fan obtained by measuring its voltage and 317 

current in different duty cycles. The fitting parameters in (11) have been extracted from Fig. 4. It should be noted that 318 

all the tests in this work have been done under the constant cooling fan duty cycle of 34%. If the FC stack temperature 319 

reaches 60℃, the duty cycle will change to 100% to avoid over temperature shut down.  320 

 321 

 322 

Fig. 4. Consumed power by the cooling fan with respect to duty cycle. 323 

 324 

The actual health state of the explained FC installed on the setup is unknown as it has been used in diverse projects. 325 

Hence, to illuminate its actual operational characteristics, the experimental polarization, power, and efficiency curves 326 

of this FC are shown in Fig. 5. These characteristics will be employed as the reference curves to assess the performance 327 

of the developed adaptive estimator. The measured voltage/power points have been obtained by drawing constant 328 
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current from the FC system in different levels. It should be noted that the characteristics curves have been extracted 329 

at ambient temperature of 15℃ with the humidity level of 60%. According to Fig. 5a, the utilized FC can reach a 330 

maximum power of 582 W at 42 A. The maximum recommended current to be drawn from this FC is 42 A, and the 331 

low voltage shut down is 12 V. The efficiency curve of the FC system in the mentioned ambient conditions is presented 332 

in Fig. 5b. From this figure, this FC has gained a maximum efficiency of 55% at around 143 W considering the 333 

hydrogen lower heating value. The efficiency curve has been obtained using (13) and considering the auxiliary system 334 

power loss explained in (8) to (12). It should be borne in mind that the relation between efficiency and voltage in a 335 

PEMFC depends on whether the system or the stack is considered. From Fig. 5, initially, the FC stack voltage has the 336 

maximum value while the corresponding efficiency of the FC system is zero. However, the relation between the 337 

voltage of the FC system (𝑉𝐹𝐶𝑆) and the efficiency of the FC system (𝜂𝐹𝐶𝑆) is direct, as shown in (13). Fig. 5b also 338 

demonstrates a defined safe operation zone for a FC system which is located between the power corresponding to the 339 

maximum efficiency (𝑃𝐹𝐶𝑆−𝑀𝑎𝑥−𝐸𝑓𝑓.) and the maximum power of the FC system (𝑃𝐹𝐶𝑆−𝑀𝑎𝑥). This zone has been 340 

utilized in several studies for designing an EMS [14, 15, 48, 49]. In fact, operation within this zone leads to the increase  341 

 342 
Fig. 5. The reference characteristics of the used PEMFC; a) polarization and power curves obtained by measured data (𝑃𝐹𝐶𝑆−𝑀𝑎𝑥: maximum 343 

power of the FC system), and b) efficiency curve calculated by measured voltage (𝜂𝐹𝐶𝑆−𝑀𝑎𝑥: maximum efficiency of the FC system) along with 344 
the representation of the FC safe operation zone. 345 

   346 
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of the FC lifetime and fuel economy. This is mainly due to the fact that by sticking to this zone, FC system is prevented 347 

from working in open circuit voltage and low-power regions. Moreover, high-power operation zone is only used when 348 

the EMS needs to meet very high-power demand. Therefore, the FC system will operate around its maximum 349 

efficiency point most of the time.  350 

B. Results and discussion 351 

A dynamic current profile, as shown in Fig. 6a, is applied to the FC stack to evaluate the performance of the proposed 352 

combined SVSF-KF for online characteristics estimation of the Horizon FC. This dynamic profile along with its 353 

corresponded voltage and temperature are recorded for comparison purposes. As is seen, the current profile is 620 s, 354 

which leads to 6200 measured data points by having a frequency of 10 Hz for performing the measurement. This 355 

dynamic profile covers the minimum and maximum operating current of the FC stack and can provide a good 356 

excitation to the system for conducting the online estimation. Fig. 6b represents the estimation of FC stack voltage by 357 

KF, and Fig. 6c illustrates the same estimation by the proposed SVSF-KF. From these figures, both adaptive filters 358 

are able to estimate the stack voltage with very high accuracy. Fig. 7 compares the estimated output voltage by SVSF-359 

KF and KF. Fig. 7a demonstrates the parity plot of the estimated stack voltage by each of the techniques. From this 360 

figure, a high density of the estimated voltage points by both techniques is placed on the reference line and dispersed 361 

very close to it. This parity plot justifies the satisfactory performance of the proposed hybrid method (SVSF-KF) in 362 

terms of voltage estimation as it has reached similar and, on some occasions, better results than KF. Fig. 7b also 363 

indicates the absolute percentage error (APE: |𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑−𝑉𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑

𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
| × 100) and the mean absolute percentage error 364 

(MAPE: 100

𝑛
∑ |

𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑖)−𝑉𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑(𝑖)

𝑉𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑖)
|𝑛

𝑖=1 ) for each of the methods. According to this figure, SVSF-KF has achieved 365 

the MAPE of 0.0169 while KF has reached the MAPE of 0.0202. It is worth noting that the estimation mismatch 366 

around 22 V of measured voltage in Fig. 7a, which corresponds to the jump in the beginning of voltage estimation in 367 

Fig. 7b, is due to the initialization of the unknown parameters. This behavior swiftly disappears after the convergence 368 

of the algorithms. Since both estimation techniques have been tested with the same initial unknown model parameters, 369 

they have experienced the same jump in the beginning of estimation process. Overall, it can be said from Fig. 7 that 370 

both estimation methods have a very good level of precision for estimating the voltage. In fact, this is due to the fact 371 

that at each point, they just try to minimize the error between estimated and measured voltage.                   372 
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 373 
Fig. 6. Online voltage estimation by the utilized adaptive filters; a) applied current the FC stack (solid line in black) and the corresponding measured 374 
stack temperature (solid line in red), b) comparison of measured voltage with the estimated one by KF, c) comparison of measured voltage with the 375 
estimated one by SVSF-KF.  376 
 377 

 378 
Fig. 7. Comparison of the voltage estimation by the deployed methods; a) Parity plot of voltage estimation by both techniques, b) the achieved 379 
absolute percentage error (APE) and mean absolute percentage error (MAPE) of estimated voltage by KF and SVSF-KF.  380 
 381 

However, for the purpose of this work, it is highly important to check whether the updated semi-empirical voltage 382 

model is able to accurately estimate the power and efficiency characteristics in the whole operating range of the FC 383 

stack. In fact, maximum power is normally among the considered constraints of the system and maximum efficient 384 

power is used in the formulation of the cost function in an energy management application. The EMS can be prevented 385 

from malfunction by updating the values of maximum power and efficiency. To this end, the updated model by the 386 

estimation methods have been used to generate the power and estimation curves. Fig. 8 presents the extracted 387 
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characteristics from the updated model. From this figure, it is observed that the updated model by both adaptive filters 388 

is capable of estimating precise polarization, power, and efficiency curves. These curves have been extracted by using 389 

the obtained parameters at 280 s. To obtain the maximum power and efficiency points at each moment, these two 390 

curves need to be plotted at each instant. Then, the maximum value can be easily detected at each curve. Regarding 391 

the precision of the estimated characteristics in Fig. 8, no specific conclusion can be still made. Since these curves 392 

belong to just one moment, they can change in the next or the previous moment. Therefore, the estimation of maximum 393 

power and efficiency points at each instant should come under scrutiny.  394 

 395 
Fig. 8. The estimated characteristics of the PEMFC stack at 280 s; a) polarization and power curves, and b) efficiency curve.   396 
 397 

 398 

Fig. 9a and Fig. 9b represent the maximum power point tracking and the estimation error by both methods. To obtain 399 

Fig. 9a, the estimated power curve of the FC model has been plotted at each timestep, and the maximum value has 400 

then been extracted from it. This figure illustrates the required time to obtain the targeted characteristics from the 401 

model. The considered reference maximum power is 582 W according to the illustrated experimental power curve in 402 

Fig. 5a. Since the performed test is not very long, this value is not expected to change due to degradation. According 403 

to Fig. 9a, there is a big jump in the beginning of maximum power point estimation leading to considerable error. 404 

SVSF-KF almost converges after around 80 s while KF keeps the jumpy behavior up to around 250 s. From this point 405 
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(250 s) on, both methods almost show similar behavior. This behavior explains the reason for similarity of the 406 

extracted characteristics at 280 s in Fig. 8. From Fig. 9b, the achieved MAPE by SVSF-KF is almost 1.5 % less than 407 

that of KF. It is worth reminding that the APE and MAPE of KF and SVSF-KF have been calculated with respect to 408 

their performance compared to reference maximum power (582 W).  409 

 410 

Fig. 9. Maximum power point tracking during the whole profile; a) estimation of maximum power point at each moment, and b) maximum 411 
power point estimation error considering 𝑃𝐹𝐶−𝑀𝑎𝑥 = 582 𝑊 as the reference point.   412 

Fig. 10a illustrates the estimation of the maximum efficiency point. Moreover, the estimation error is shown in Fig. 413 

10b. During this estimation process, the error has been calculated with regard to the reference maximum efficiency 414 

(55%). From this figure, it is also observed that there is a big error in the beginning of the estimation process and after 415 

that the error decreases to less than three percent for both methods. Overall, the achieved MAPE by SVSF-KF is 416 

almost 0.6 % less than the one obtained by KF. From Fig. 9 and Fig. 10, it can be stated that the estimation of maximum 417 

power is more challenging than maximum efficiency. This is due to the fact that the changes in the FC power are 418 

much sharper than the efficiency. It should be noted that the big jump in the beginning of voltage, maximum efficiency, 419 

and maximum power estimations is due to the initialization of unknown model parameters, which is the same in both 420 

algorithms. Another worth noting aspect is that if the performance of the algorithms is compared from 250 s to 600 s 421 

(that means after the convergence of KF), it is realized that both techniques lead to almost similar results (Maximum 422 

power estimation: 𝑀𝐴𝑃𝐸𝐾𝐹 : 2.09, 𝑀𝐴𝑃𝐸𝑆𝑉𝑆𝐹−𝐾𝐹 : 2, Maximum efficiency estimation: 𝑀𝐴𝑃𝐸𝐾𝐹 : 1.01, 423 

𝑀𝐴𝑃𝐸𝑆𝑉𝑆𝐹−𝐾𝐹 : 1). Assuming a perfectly known model, both algorithms will reach nearly the same results even in a 424 

longer test as SVSF-KF uses the same gain as KF to update the estimates in normal conditions. In uncertain conditions, 425 

it uses its own particular gain which is more robust than Kalman gain. In fact, this is the principal reason for combining 426 

these filters.      427 
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 428 

Fig. 10. Maximum efficiency point tracking during the whole profile; a) estimation of maximum efficiency point at each moment, and b) 429 
maximum efficiency point estimation error considering 𝜂𝐹𝐶−𝑀𝑎𝑥 = 55% as the reference point.   430 

V. Conclusion 431 

Since a FC stack has time-varying maximum power and efficiency points, their online estimate is vital in energy 432 

management of FCHEVs. KF is known as an optimal estimator if all the necessary assumptions, like normal 433 

distribution of all uncertainties, hold. However, these assumptions can be easily violated in a FC stack that is a multi-434 

physical system. One of the well-established solutions to enhance the estimation robustness in this case is to impose 435 

limits on the targeted parameters. This can be conveniently accomplished by using SVSF that is based on principle of 436 

sliding mode estimation. Thus, this paper puts forward a new estimation method composed of SVSF and KF to 437 

estimate the characteristics of a FC stack online. To this end, a semi-empirical FC model, proposed by Amphlett et 438 

al., is utilized to determine the output voltage of a 500-W FC stack. The parameters of the utilized model are tuned 439 

online by the combined SVSF-KF algorithm. Then, the updated model is employed to extract the power and efficiency 440 

curves of the stack at each moment. The performance of this method is compared with KF, which is an attested method 441 

in the literature. The obtained experimental results, using a developed test bench with a 500-W open cathode Horizon 442 

FC stack, indicate that the combined SVSF-KF has superior performance compared to KF in terms of accuracy in 443 

voltage, maximum power, and maximum efficiency estimation. Regarding the voltage estimation, the MAPE has 444 

decreased from 0.0202 (attained by KF) to 0.0169 (attained by SVSF-KF), marking 16.3 % of error reduction. In case 445 

of power and efficiency, the MAPE values have declined from 5.7845 and 2.8361 (obtained by KF) to 4.2772 and 446 

2.2205 (obtained by SVSF-KF) respectively, indicating 26 % and 21.7 % of improvement in the estimation accuracy.  447 

The presented work in this manuscript provides the basis for designing an adaptive EMS for a FCHEV. In future, the 448 

proposed combined filter should be combined with an EMS to estimate the FC characteristics in real-time. This 449 

integration enhances the efficiency and robustness of the EMS when the FC characteristics go under temporal changes.             450 
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Nomenclature  459 

APE     Absolute percentage error 460 

cRIO     CompactRIO 461 

DEA     Dead-ended anode 462 

ECM     Equivalent circuit model 463 

EMS    Energy management strategy 464 

FC    Fuel cell 465 

FCHEV    Fuel cell hybrid electric vehicles 466 

KF    Kalman filter 467 

MAPE     Mean absolute percentage error 468 

NI     National Instrument 469 

PEM    Proton exchange membrane 470 

QP    Quadratic programming 471 

RLS     Recursive least square 472 

RML     Recursive maximum likelihood 473 

SC    Supercapacitor 474 

SOC     State of charge 475 

SVSF    Smooth variable structure filter  476 

SVSF-KF  Combined smooth variable structure and Kalman filters  477 
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UAV     Unmanned aerial vehicle 478 

Symbols 479 

 𝑇     Transpose of a vector 480 

𝐴̅     Diagonal matrix of 𝐴 481 

𝐶𝑂2     Oxygen concentration (mol cm−3) 482 

𝐷𝑓𝑎𝑛     Duty cycle of the fan (%) 483 

𝐸𝑁𝑒𝑟𝑛𝑠𝑡     Reversible cell potential (V) 484 

𝐻+     Pseudoinverse of 𝐻 485 

𝐼𝐹𝐶     PEMFC operating current (A) 486 

𝐼𝑉𝑎𝑙𝑣𝑒     Hydrogen valve current (A) 487 

𝐼𝑚𝑎𝑥     Maximum current (A) 488 

𝑁𝑐𝑒𝑙𝑙      Number of cells 489 

𝑃𝐴𝑢𝑥     Consumed power by the auxiliary systems (W) 490 

𝑃𝐹𝐶     FC stack power (W) 491 

𝑃𝐹𝐶𝑆     Power of the FC system (W) 492 

𝑃𝐹𝐶𝑆−𝑀𝑎𝑥   Maximum power of the FC system 493 

𝑃𝐻2     Energy value of consumed hydrogen (W) 494 

𝑃𝐻2     Hydrogen partial pressure in anode side (N m−2) 495 

𝑃𝑂2     Oxygen partial pressure in the cathode side (N m−2) 496 

𝑃𝑉𝑎𝑙𝑣𝑒     Consumed power by hydrogen valve (W) 497 

𝑃𝑓𝑎𝑛     Power consumption of the cooling fan (W) 498 

𝑅𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙      Internal resistor (Ω) 499 

𝑆𝑘+1     Measurement error covariance matrix 500 

𝑇𝐹𝐶     Stack temperature (K) 501 

𝑉𝐹𝐶     Voltage of the PEMFC stack (V) 502 

𝑉𝐹𝐶𝑁     Cell voltage (V) 503 

𝑉𝑉𝑎𝑙𝑣𝑒     Hydrogen valve voltage (V) 504 
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𝑉𝑎𝑐𝑡     Activation loss (V) 505 

𝑉𝑐𝑜𝑛     Concentration loss (V) 506 

𝑉𝑜ℎ𝑚𝑖𝑐     Ohmic loss (V) 507 

𝑐1, 𝑐2, 𝑐3    Empirical parameters 508 

𝑒𝑧,𝑘+1|𝑘     A priori measurement error 509 

𝑥𝑖     Known values or regressors 510 

𝜁𝑛     Parametric coefficients 511 

𝜂𝐹𝐶𝑆−𝑀𝑎𝑥   Maximum efficiency of the FC system 512 

𝜃𝑖     Unknown parameters 513 

𝜉𝑛     Semi-empirical coefficients 514 

𝜓𝐶𝑜𝑛.     Constant smoothing boundary layer 515 

𝜓𝑉𝐵𝐿 𝑘+1    Time-varying smoothing boundary layer 516 

^     Estimated vector or values 517 

∘     Element-by-element multiplication 518 

∆𝐻     Hydrogen higher/lower heating value (kJ mol⁄ ) 519 

𝐴     Linear system transition matrix 520 

𝐵     Input gain matrix 521 

𝐵     Parametric coefficient (V) 522 

𝐹     Faraday constant 523 

𝐻     Linear measurement matrix 524 

𝐼     Identity matrix 525 

𝐾     Kalman gain 526 

𝑃     State error covariance matrix 527 

𝑄     Noise covariance matrix of the system 528 

𝑅     Measurement noise covariance matrix 529 

𝑘     Time index 530 

𝑛     Number of electrons transferred for each molecule of fuel 531 

𝑢     Input vector 532 
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𝑣     Measurement noise vector 533 

𝑤     System noise vector 534 

𝑥     State vector 535 

𝑧     Measurement vector (system output) 536 

𝛾     Convergence rate 537 
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